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Introduction to algorithms for nonlinear programming and their implementations
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This is a course that introduces the basic algorithms for nonlinear programming and their
implementation in Python, with a special emphasis on the interior-point method. The interior-point

method is an optimization algorithm that is commonly used in fields such as machine learning,
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optimization, and statistics. This course will cover the step by step procedure of fundamental
algorithms in nonlinear programming, such as gradient descent, steepest descent, conjugate gradient
method, Newton's method, and interior-point method. The purpose is to deepen students'

understanding of the interior-point method through Python programming implementation.

FARE R
p pF 7 R ®RP

Introduction ~ Gradient Descent method

9:00-10:20: Unconstrained Optimization Problem
10:20-10:30: break

8/14(- ) | 9:00~15:30 | 10:30-11:20: Steepest Descent Algorithm

11:20-11:30: break

11:30-12:00: Quiz

13:00-15:30: Python: Implement Steepest Descent Algorithm
Conjugate Gradient Method& Newton Method

9:00-10:20: Conjugate Gradient Method

10:20-10:30: break

8/15(= ) | 9:00-15:30 | 10:30-11:20: Newton Method

11:20-11:30: break

11:30-12:00: Quiz

13:00-15:30: Python: Implement Conjugate Gradient Method
Interior Point Method(I)

9:00-10:20: KKT condition

10:20-10:30: break

8/16(=) | 9:00-15:30 | 10:30-11:20: Primal-Dual Interior-Point Algorithm(I)
11:20-11:30: break

11:30-12:00: Quiz

13:00-15:30: Python: Implement Primal-Dual Interior-Point Algorithm(I)
Interior Point Method(II)

9:00-11:20: Primal-Dual Interior-Point Algorithm(II)
8/17(= ) | 9:00-15:30 | 11:20-11:30: break

11:30-12:00: Quiz

13:00-15:30: Python: Implement Primal-Dual Interior-Point Algorithm(II)
Applications

9:00-11:20: Introduce Support Vector Machine

8/18(Z ) | 9:00-15:30 | 11:20-11:30: break

11:30-12:00: Quiz

13:00-15:30: Python: Solve Support Vector Machine by IPM
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1. Basic concepts of optimization
2. Understand interior point method
3. Solve optimization problems in Python
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MIT Open Couse: Nonlinear Programming. https://ocw.mit.edu/courses/15-084j-nonlinear-

programming-spring-2004/https://ocw.mit.edu/courses/15-084j-nonlinear-programming-spring-2004/



